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ABSTRACT

We study GPT-3, a recent large language model, using tools from cognitive psychology. More specifically, we assess GPT-3's
decision-making, information search, deliberation, and causal reasoning abilities on a battery of canonical experiments from the
literature. We find that much of GPT-3's behavior is impressive: it solves vignette-based tasks similarly or better than human
subjects, is able to make decent decisions from descriptions, outperforms humans in a multi-armed bandit task, and shows
signatures of model-based reinforcement learning. Yet we also find that small perturbations to vignette-based tasks can lead
GPT-3 vastly astray, that it shows no signatures of directed exploration, and that it fails miserably in causal reasoning task.
These results enrich our understanding of current large language models and pave the way for future investigations using tools
from cognitive psychology to study increasingly capable and opaque artificial agents.

Binz, M., & Schulz, E. (2023). Using cognitive psychology to understand GPT-3. PNAS Proceedings of the
National Academy of Sciences of the United States of America, 120(6), 1-10.



Introduction

 Types of experiments

* Vignette-based experiments
 Task-based experiments

 Areas of cognitive psychology
 Decision-making
* Information search
* Deliberation
« Causal reasoning



I Vignette-based Experiments



Decision-making

* Three Tasks A
* Linda prOblem Linda 1s 31 years old, single, outspoken, and
» Conjunction Fallacy (Tversky & Kahneman, very bright. She majored in philosophy. As
1983) a student, she was deeply concerned with is-
sues of discrimination and social justice, and
- P(A/AB)>P (A)orP(B) also participated in anti-nuclear demonstra-
« Cab problem tions.
* Base-rate fallacy Q: Which option 15 the most probable?
» Hospital problem
- Option 1: Linda 15 a bank teller. P (A)

 Uncertainty to scale
y - Option 2: Linda 1s a bank teller and 1s ac-
e Result tive 1n the fermnist movement. P (A ‘/\B)

. , - Option 3: Linda is a member of the NRA. ~
Decision-making P (v)

Correct .
rq (q rq A: Option
Incorrect
L.
Human-like

Linda Cab Hospital Not human-like
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Problem| Prompt Response

Linda Linda is 31 years old, single, outspoken, and very bright. She majored in philosophy. As a student, A: Option 2.
she was deeply concerned with issues of discrimination and social justice, and also participated in
anti-nuclear demonstrations.

(Q: Which option is the most probable?

- Option 1: Linda 1s a bank teller.

- Option 2: Linda 1s a bank teller and is active in the feminist movement.
- Option 3: Linda 1s a member of the NRA.

Cab A cab was involved in a hit-and-run accident at night. Two cab companies, the Green and the Blue, A: The probability that the
operate in the city. You are given the following data: 85% of the cabs in the city are Green and 15% cab involved in the acci-
are Blue. A witness identified the cab as Blue. The court tested the reliability of the witness under dent was Blue rather than
the circumstances that existed on the night of the accident and concluded that the witness correctly -
identified each one of the two colors 80% of the time and failed 20% of the time. Green is 0.4.

QQ: What 1s the probability that the cab involved in the accident was Blue rather than Green?
Hospi[al A certain town is served by two hospitals. In the larger hospital, about 45 babies are born each A: Option 3.

day, and in the smaller hospital, about 15 babies are born each day. As you know, about 50% of all
babies are boys. The exact percentage of baby boys, however, varies from day to day. Sometimes it
may be higher than 50%, sometimes lower. For a period of 1 year, each hospital recorded the days
on which more than 60% of the babies born were boys. Q: Which hospital do you think recorded
more such days?

- Option 1: The larger hospital.

- Option 2: The smaller hospital.

- Option 3: About the same (i.e., within 5% of each other).

Table 1. Prompts and answers for vignettes testing GPT-3’s decision-making.




@  This question is a classic example of a problem in probability and decision-making known as

the conjunction fallacy, often highlighted in studies of cognitive biases by psychologists such LI nda p r0 b I em

as Daniel Kahneman and Amos Tversky.

Given the options:
1. Base Rates and Probability:

¢ Option 1: Linda is a bank teller. . . . N .
e Option 1 only states that Linda is a bank teller. The probability of someone being a

* Option 2: Linda is a bank teller and is active in the feminist movement. bank teller is relatively low but not as low as being a bank teller and another specific
« Option 3: Linda is a member of the NRA. characteristic (like being active in the feminist movement).
* Option 2 combines two characteristics: being a bank teller and being active in the
The most probable option is: feminist movement. The probability of two events occurring together (conjunction)

is always less than or equal to the probability of either one occurring alone.
¢ Option 1: Linda is a bank teller. y L P Y J

* Option 3 introduces an unrelated and less likely characteristic given Linda's

Here’s the reasoning: description.
2. Conjunction Fallacy:

* People often mistakenly judge the conjunction of two events (bank teller and
feminist movement) as more probable than a single event (bank teller alone)
because the conjunction fits a specific stereotype or description better. However,
mathematically, P(A N B) < P(A) where A is "Linda is a bank teller" and B is

"Linda is active in the feminist movement".

Therefore, despite Linda's description making her seem likely to be active in the feminist
movement, the most probable option purely based on probability is that she is a bank teller V
(Option 1).



Given:

The probability that a cab is Blue (P(Blue)) = 15% or 0.15.
e The probability that a cab is Green (P(Green)) = 85% or 0.85.

e The probability that the witness correctly identifies a Blue cab (P(Correct ID|Blue)) =
80% or 0.80.

* The probability that the witness incorrectly identifies a Blue cab as Green (
P(Incorrect ID|Blue)) = 20% or 0.20.

e The probability that the witness correctly identifies a Green cab (P(Correct ID|Green))
= 80% or 0.80.

* The probability that the witness incorrectly identifies a Green cab as Blue (
P(Incorrect ID|Green)) = 20% or 0.20.

We want to find P(Blue|Identified as Blue), the probability that the cab is Blue given that

the withess identified it as Blue.

By Bayes' Theorem:

. i} \ _ FPlldentified as Blue Blue). P(Blue)
P(Blue|Identified as Blue) = P{Identified as Ble)

First, we need to find P(Identified as Bluri the total probability that the witness identified

the cab as Blue. This can be found using the 1aw of total probability:

Cab problem



P(Identified as Blue) = P(Identified as Blue|Blue) - P(Blue)

P(Identified as Blue|Green) - P(Green)

Plugging in the values:

P(Identified as Blue) = 0.80 - 0.15 + 0.20 - 0.85
P(Identified as Blue) = 0.12 4 0.17
P(Identified as Blue) = 0.29

Now, we can use Bayes' Theorem:

P(Blue
P(Blue
P(Blue

Identified as Blue) = ()'z’(??ﬁjln

Identified as Blue) = %

Identified as Blue) ~ 0.414

Cab problem

So, the probability that the cab involved in the accident was Blue, given that the witness
identified it as Blue, is approximately 41.4%. .\/



@  To determine which hospital is more likely to record more days with over 60% of the babies

being boys, we need to consider the statistical properties of proportions and sample sizes.

Given:

* The larger hospital has about 45 births per day.
» The smaller hospital has about 15 births per day.

» Each hospital recorded the days on which more than 60% of the babies born were boys.

Here's the key concept: smaller samples tend to show more variability than larger samples.
This is due to the Law of Large Numbers, which states that as the sample size increases, the
sample proportion will tend to be closer to the true population proportion (which is around
50% for boys).

Thus, because smaller samples have higher variability, the smaller hospital is more likely to

record more days where the proportion of boys exceeds 60%.
Conclusion:

¢ Option 2: The smaller hospital is more likely to record more days with over 60% of the

babies being boys.

Hospital problem

Reasoning:
1. Larger Hospital (45 births per day):

¢ The expected number of boys per day is 45 x 0.50 = 22.5.

e The standard deviation for the number of boys in a day (for a binomial distribution)
can be calculated as 1/45 x 0.50 x 0.50 = +/11.25 ~ 3.35.

¢ The proportion of boys being over 60% (27 boys) will be further from the expected
22.5 boys and thus less likely.

2. Smaller Hospital (15 births per day):

¢ The expected number of boys per day is 15 x 0.50 = 7.5.

e The standard deviation for the number of boys in a day can be calculated as
v/15 % 0.50 x 0.50 = +/3.75 ~ 1.94.

e The proportion of boys being over 60% (9 boys) is closer to the expected 7.5 boys,
making it more likely to fluctuate to this level or beyond due to the higher relative

variability in smaller sample sizes. ¥

Vv



Information search

 Constraint-seeking vs. Hypothesis-scanning
* constraint-seeking questions (e.g., “Is the person female?”)

 Discriminate between two ilinesses (Baron et al., 1988)
 Card Selection Task (Wason, 1968)

X

 hypothesis-scanning questions (e.g., “Is the person Linda?”)
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Test A patient has a 0.8 probability of having Chamber-of-Commerce disease and a 0.2 probability of A: Option 1.
EIK’s disease. (He surely has one or the other.) A tetherscopic examination yields a positive result
in 90% of patients with Chamber-of-Commerce disease and in 20% of patients without it (including
those with some other disease). An intraocular smear yields a positive result in 90% of patients
with EIk’s disease and in 10% of patients without it.
Q: Which test would you run on the patient?
- Option 1: A tetherscopic examination.
- Option 2: An intraocular smear.
- Option 3: Both are equally good.
Wason You are shown a set of four cards placed on a table, each of which has a number on one side and a A: The cards that must be
colored patch on the other side. The visible faces of the cards show A, K, 4, and 7. turned over are the A and
Q: Which cards must you turn over in order to test the truth of the proposition that if a card shows a the 7
vowel on one face, then its opposite face shows an even number?




Problem

Prompt

Response

Toma
vl

In the last 6 days, Toma always arrived late to school.

On the first day, Toma was late because he could not find his jacket.
On the second day, Toma was late because his bicycle broke.

On the third day, Toma was late because his bicycle broke.

On the fourth day, Toma was late because he could not find his shoes.
On the fifth day, Toma was late because he was watching TV.

On the sixth day, Toma was late because he could not find his books.
Today, on the seventh day, Toma was again late to school.

Q: Which of the following question would be better if wanted to find out why Toma was again late
to school.
-Option 1: Were you late because you could not find something?

-Option 2: Were you late because your bicycle was broken?

A: Option 1.

Toma
v2

In the last 8 days, Toma always arrived late to school.

On the first day, Toma was late because he could not find his jacket.
On the second day, Toma was late because his bicycle broke.

On the third day, Toma was late because his bicycle broke.

On the fourth day, Toma was late because he could not find his shoes.
On the fifth day, Toma was late because his bicycle broke.

On the sixth day, Toma was late because his bicycle broke.

On the seventh day, Toma was late because he was watching TV.

On the eighth day, Toma was late because his bicycle broke.

Today, on the ninth day, Marcel was again late to school.

Q: Which of the following question would be better if wanted to find out why Toma was again late
to school.
-Option 1: Were you late because you could not find something?

-Option 2: Were you late because your bicycle was broken?

A: Option 2.




Given the patterns in Toma's reasons for being late, it's important to consider the frequency

and types of reasons he has provided over the past six days.

Here's the breakdown:

* Days Toma was late because he could not find something: 3 days (jacket, shoes, books).
» Days Toma was late because his bicycle broke: 2 days.

» Days Toma was late because of other reasons (watching TV): 1 day.

Since Toma was late three times due to not finding something, which is the highest
frequency among the given reasons, it suggests a more consistent issue with finding his

belongings.

Therefore, the question that would be better to ask in order to find out why Toma was again

late to school would be:
» Option 1: Were you late because you could not find something? V

This question addresses the most common reason from the previous days and is more likely

to yield a relevant answer based on past be' avior.

'\l..f

Toma v1



Given the updated pattern of Toma's reasons for being late:

» Days Toma was late because he could not find something: 2 days (jacket, shoes).
» Days Toma was late because his bicycle broke: 5 days.

» Days Toma was late because of other reasons (watching TV): 1 day.

Since Toma was late five times due to his bicycle breaking, which is the most frequent
reason, the question that would be better to ask in order to find out why Toma was again

late to school would be:
 Option 2: Were you late because your bicycle was broken? V

This question addresses the most common reason from the previous days and is more likely

to yield a relevant answer based on past behavior.

Toma v2



To determine which test would be better to run on the patient, we can compare the positive TeSt
predictive values (PPV) of both tests. The PPV is the probability that a patient has the disease
given that the test result is positive. We will calculate the PPV for both the tetherscopic

examination and the intraocular smear.

Calculation of Positive Predictive Value (PPV)

For Tetherscopic Examination:

1. Probability of having Chamber-of-Commerce disease (C): P(C') = 0.8
2. Probability of having Elk's disease (E): P(E) = 0.2 Using Bayes' theorem, we need P(T""):

3. Probability of a positive tetherscopic examination given Chamber-of-Commerce P(T_) _ P(T_|C) ) P(C) | P(T_|—'C) ) P(—IC)
disease: P(T|C) = 0.9

4. Probability of a positive tetherscopic examination given Elk’s disease: P(T"' |E) = Since the patient surely has one or the other disease, P(_'C) - P(E) =0.2.

0.2
P(T") = (0.9-0.8) + (0.2-0.2)

P(T") =0.72 + 0.04
P(T") =0.76

The PPV for tetherscopic examination is:

L\ _ P(T'|C)-P(C)
P(CIT") = =5y
+3y — 0.9-0.8
P(CIT") = 0.76

P(OfT) = 42
P(C|T) ~ 0.947



For Intraocular Smear: TeSt

1. Probability of a positive intraocular smear given Elk's disease: P(S"|E) = 0.9

2. Probability of a positive intraocular smear given Chamber-of-Commerce disease:
ST IO =41

Using Bayes' theorem, we need P(S7):
P(S*) = P(S*|E) - P(E) + P(S*|-E) - P(~E)
Since the patient surely has one or the other disease, P(—FE) = P(C) = 0.8.

P(5%)=(0.9-0.2) + (0.1-0.8)
P(S7) =0.18 + 0.08

P(S%) = 0.26
Conclusion

The PPV for intraocular smear is: _ o oo
The PPV for the tetherscopic examination (= 0.947) is higher than the PPV for the

+ P(S'|E)-P(E) - ~ 0. _ . e .
P(E|S ( P(S‘J Lk intraocular smear (= 0.692). Therefore, the tetherscopic examination is more likely to

)

P(E|S") = %202 correctly identify the disease given a positive result.
)
)

(.18

0.26
P(E|S™) = 5% 1A teth : T A %
P(E|S*) ~ 0.692 Option 1: A tetherscopic examination is the better test to run on the patient.



Wason

To test the truth of the proposition that if a card shows a vowel on one face, then its

opposite face shows an even number, we need to turn over the minimum number of cards

required to verify or falsify this statement.

Given the visible faces are A, K, 4, and 7:
1. Card with 'A’: Since 'A’ represents a vowel, we need to verify if the opposite face shows
an even number.
2. Card with '4": Since '4’' represents an even number, we need to verify if the opposite face

shows a vowel.

We need to turn over these two cards to test the truth of the proposition. Turning over the

cards with 'K" and '7' is not necessary because they don't help us confirm or refute the
proposition.

So, to test the proposition, we must turn over the cards showing ‘A" and '4". X



Deliberation: The Cognitive Reflection Test

Problem| Prompt Response

CRT1 A bat and a ball cost 1. 10intotal . T hebatcosts1.00 more than the ball. A: The ball costs $0.10.

(): How much does the ball cost?

CRT2 Q: If 1t takes 5 machines 5 minutes to make 5 widgets, how long would it take 100 machines to A: 100 machines would
make 100 widgets? make 100 widgets in 100
minutes.
CRT3 In a lake, there is a patch of lily pads. Every day, the patch doubles in size. A: It would take 24 days
X Q: If it takes 48 days for the patch to cover the entire lake, how long would 1t take for the patch to for the patch to cover half
cover half of the lake? of the lake.

Table 3. Prompts and answers for vignettes testing GPT-3"s intuitive vs. reflective answers. Items are based on the Cognitive
Reflection Test (CRT).

STFCRTHIEF B =N o) B, GPT-3ZAH 7T EWEERHE X



Let's represent the cost of the ball as & dollars. Since the bat costs $1.00 more than the ball,

its cost would be = + 1 dollars.

According to the given information, the total cost of the bat and the ball is $1.10. So, we can CRT3 V

set up the following equation:

z+ (x+1)=1.10 If the patch of lily pads doubles in size every day, and it takes 48 days to cover the entire
CRT 1 lake, then it must have covered half of the lake on the day just before it doubled to cover the

Now, let's solve for x:

entire lake.
2z +1=1.10 : : :
5 110 1 So, if we work backward, the day before it doubled to cover the entire lake would be 47
x =1
92 — 0.10 days. On the previous day, it would be half the size it is on day 48.
x =20 :
2 Therefore, it would take 47 days for the patch to cover half of the lake.
xz = 0.05

So, the ball costs $0.05.

If 5 machines can make 5 widgets in 5 minutes, it implies that each machine can make one

widget in 5 minutes.

So, to make 100 widgets with 5 machines, it would still take 5 minutes because each

machine can make one widget in 5 minutes. CRTZ V

Now, if we increase the number of machines to 100, the time taken to make 100 widgets

would remain the same because each machine still takes 5 minutes to make one widget.

Therefore, it would take 5 minutes for 100 machines to make 100 widgets.



Causal reasoning

Blickets Blickets are objects that turn on a machine. I have two objects, A and B, and a machine. My goal A: Yes, I think object A is
is to find out if any or both of these objects are a blicket. When I put object A on the machine, a blicket.
the machine turned on. When I put object A and object B on the machine, the machine turned on. A: No, I think object B is
When I put object B on the machine, the machine did not turn on. not a blicket.
Q: Do you think object A is a blicket? A: I think object B is not
:D think object B is a blicket?
Q: Do you think object B is a blic a blicket because it did not
Q: Why is object B not a blicket? .
turn on the machine when
it was placed on the ma-
chine by itself.
Intervene| T am allergic to flowers. When my friend gave me red flowers, I did not sneeze. When my friend A: The blue flowers would
gave me yellow flowers, I did not sneeze. When my friend gave me blue flowers, I sneezed. need to be removed.
Q: Imagine a bouquet containing red, yellow, and blue flowers. Which flowers would need to be
removed such that I would not show an allergic reaction?
Mature Imagine there are four different pills: pill A, pill B, pill C, and pill D. Pill A can kill people. Pill B A Yes
can kill people. Pill C cannot kill people. Pill D cannot kill people. A: No
Q: A man took pill A and pill B and he died. If he had not taken pill A, could he still have died, yes A: Yes
or no? A: No

Q: A man took pill B and pill C and he died. If he had not taken pill B, could he still have died, yes
or no?
Q: A man took pill A and pill D and he died. If he had not taken pill D, could he still have died, yes
or no?

Q: A man took pill C and pill D and he did not die. If he had not taken pill D, could he have died,

yes or no?

“Blicket” experiment (Sobel et. al., 2007)

GPT-35 A2E— 7l‘$‘a‘%’]"fl-_ﬁ%ﬂﬂ R H
F— A ZEBlicket, T =/ MR
RE,

BSEEH . STOPIOERARER, BOXEFIRE. 4
ﬁzﬂ’]ﬂﬁﬁﬁéﬁzﬁ?ﬁ?ﬁ PR BITHIE. EREHNAER
EIEEES, IFT T HE

B RR—REBEZLE. REMESHNE. MREILK
AERE B, FTEEBRWLETE?

BRRBELUMAEMAN: HHA. AHAB. ZHHACMAHD,
AIAT UL AIET . AFIBET IMEIATET . A FCARE
BART . HHIDRERART .

o) —/\AHEEHT?E#LA%D?E#LB, fB3E 7 . MEME
FRAZAHA, MESMATEILT, BHE?



Problems with vignette-based investigations

Problem| Prompt Response A g N7 N =
« bR [EJARREFE T4 &S
Black A cab was involved in a hit-and-run accident at night. Two cab companies, the Green and the Blue, A: The probability that the o~ £H
Cab operate in the city. You are given the following data: 85% of the cabs in the city are Green and 15% cab involved in the acci- ° X{r*ﬂ*ﬁézls II:I._.II :EEl
are Blue. A witness identified the cab as Blue. The court tested the reliability of the witness under dent black is 0.2
the circumstances that existed on the night of the accident and concluded that the witness correctly ent was black s B2
identified each one of the two colors 80% of the time and failed 20% of the time.
Q: What is the probability that the cab involved in the accident was black?
Reverse You are shown a set of four cards placed on a table, each of which has a number on one side and a A: The A and the K.
Wason colored patch on the other side. The visible faces of the cards show 4, 7, A, and K. L. i .
(Q: Which cards must you turn over in order to test the truth of the proposition that if a card shows a Demsuon-maklng Information search
vowel on one face, then its opposite face shows an even number?
Wrong A bat and a ball cost 1. 10intotal.T hebatcosts1.00 more than the bat. A: The ball costs $0.10.
CRT Q: How much does the ball cost?
Immature| TImagine a box that makes a sound if certain objects are placed on it. When I put a red object on it, A: No, the box would not Linda Cab Hospital Toma Test Wason
Blicket the box made a sound. When I put a green object on it, the box made a sound. When I put a blue have made a sound if you
object on it, the box did not make a sound. When I put a yellow object on it, the box did not make a had not put the yellow ob- : : .
sound. ject onit. Deliberation Causal reasonlng
Q: I put a green and a yellow object on the box and it made a sound. Would it still have made a A: Yes, the box would
sound if T had not put the yellow object on it? make a sound if you only
Q: Would the box make a sound if I only put a green object on it? put a green object on it.
Q: But if there are two objects on the box, a green and a yellow one, and I remove the yellow one, A: The box would not
then there would only be a green object on it. Why does that not turn on the machine? make a sound if there is CRT 1 CRT 2 Blicket Int
only a green object on it. CRT3 - ntervene  Mature
Adversarial Correct
Table 5. Prompts and answers for vignettes deliberately designed to confuse GPT-3. In cases for which there are more than
one Q, questions were asked in succession. Incorrect
8 Human-like
Black Reverse Wrong Immature Not human-like
Cab Wason CRT Blicket
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To determine the probability that the cab involved in the accident was Blue,

we can use Bayes' theorem. Let's define the following events:

e B:The cab is Blue.
e (:The cab is Green.
o Wpg: The witness identifies the cab as Blue.

e We: The witness identifies the cab as Green.
Given data:

e P(B) = 0.15: The prior probability that a cab is Blue.
« P(G) = 0.85: The prior probability that a cab is Green.

« P(Wpg | B) = 0.80: The probability that the witness correctly identifies
a Blue cab.

« P(Wg | G)=0.80:The proba\rility that the witness correctly identifies
a Green cab.

Substitute the given values:

P(Wg) = (0.80-0.15) + (0.20 - 0.85)

Calculate P(Wpg):

P(Wg) = 0.12 +0.17 = 0.29

Now, apply Bayes' theorem:

Wg | B)-P(B) 0.80-0.15
P(Wg) 029

P(B | Wg) =

Calculate the numerator:

0.80-0.15 =0.12

Black car

e« P(Wpg | G) = 0.20: The probability that the witness incorrectly

identifies a Green cab as Blue.

e P(W¢ | B) = 0.20: The probability that the witness incorrectly
identifies a Blue cab as Green.

We are interested in finding P(B | W), the probability that the cab is Blue

given that the witness identified it as Blue. Using Bayes' theorem:

P(Wg | B)- P(B)
P(Wg)

P(B|Wg) =

First, we need to find P(Wp), the total probability that the witness
identifies the cab as Blue. This can be found using the law of total
probability:

P(Wg) = P(Wg | B)- P(B) + P(Ws | G) - P(G)

Substitute the given values: 3

Now, divide by P(Wp):

0.12
P(B|Wg)= — ~0.4138
(BIWz) =459
Therefore, the probability that the cab involved in the accident was Blue,
given that the witness identified it as Blue, is approximately 0.4138 or

41.38%.



©®  To test the truth of the proposition "If a card shows a vowel on one face, 1. Card showing 4: This card shows an even number. The proposition

then its opposite face shows an even number," we need to verify two does not require us to check what is on the other side because the
specific conditions based on the logical form of the proposition: condition speaks only about vowels leading to even numbers, not
about even numbers leading to vowels. So, we do not need to turn over
1. If there is a vowel on one side, then there must be an even number on this card.

the other side.

) ) 2. Card showing 7: This card shows an odd number. To test the
2. If there is an odd number on one side, then there must not be a vowel B N _ _
] ) . L contrapositive of the proposition (which states that if a card has an odd
on the other side (since the contrapositive of the proposition is also _ )
true) number, then it must not have a vowel on the other side), we need to
rue).
check the other side of this card. If it shows a vowel, the proposition is

The cards show: 4, 7, A, and K. Let's analyze each card to determine which false.

ones must be turned over: . ) ,
3. Card showing A: This card shows a vowel. According to the

proposition, the other side of this card must show an even number. So,
we need to turn over this card to check if it has an even number on the
other side.
4. Card showing K: This card shows a consonant. The proposition does v
not make any claims about consonants, so we do not need to check the

other side of this card.

Reversed Wason

In summary, to test the proposition, we must turn over:

e The card showing 7 (to check for a vowel on the other side). V

e The card showing A (to check for an even number on the other side).

Thus, the cards you must turn over are 7 and A.



It looks like there was a typo in the question you provided. Interpreting it

correctly, the problem should be:

A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball.

How much does the ball cost?

Let's denote the cost of the ball as x. According to the problem, the bat
costs $1.00 more than the ball. So, the cost of the bat would be = + 1.00.

The total cost of the bat and the ball together is $1.10. Therefore, we can set
up the following equation:

z + (z 4 1.00) = 1.10
Simplify the equation:
2z 4+ 1.00 = 1.10
Subtract $1.00 from both sides to solve for z:
2z = 0.10
Divide both sides by 2:
x = 0.05

So, the cost of the ball is $0.05. V

Wrong CRT



To understand the behavior of the box, let's analyze the information 1. Would it still have made a sound if | had not put the yellow ObjECt

provided and deduce the underlying rule for why the box makes a sound. on it?
It

From the given information:
Yes, based on the information given, a green object alone makes the

A red object alone: box makes a sound.
box produce a sound. So, if you only put a green object on it (without

the yellow object), the box would still make a sound. V

A green object alone: box makes a sound.

A blue object alone: box does not make a sound.

A yellow object alone: box does not make a sound.
2. Would the box make a sound if | only put a green object on it?

When a green and a yellow object are placed together on the box, it makes
a sound. I . . .
Yes, as observed from the initial information, placing a green object

Now let's answer each question systematically: alone on the box makes it produce a sound. '

. But if there are two objects on the box, a green and a yellow one, . .
In summary, the box makes a sound if there is at least one red or green

and | remove the yellow one, then there would only be a green

object on it. Why does that not turn on the machine? object placed on it. The presence of other objects (blue or yellow) does not

affect the box's behavior when there is already a red or green object

The box's behavior suggests that the presence of a sound-triggering present. Therefore, the green object alone is sufficient to make the box
object (like green or red) is sufficient for the box to make a sound. produce a sound, regardless of the presence or absence of the yellow
Therefore, if you start with a green and a yellow object and then object.

remove the yellow one, you are left with just the green object. Since a
green object alone causes the box to make a sound, removing the
yellow object does not change the fact that the box will still make a

sound due to the green object being present.
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II Task-based Experiments



Decision-making

L. : EfLoption I FHAZE R 5 SKEroption 1 T HA
 Descriptions paradigm T ERZANER

a

Q: Which option do you prefer?

- Option F: 69.0 dollars with 1.0% chance, 26.0
dollars with 99.0% chance.
- Option J: 2.0 dollars with 75.0% chance, 94.0
dollars with 25.0% chance.

Mean regre

Ada
Curie

A: Option

Babbage
Davinci
Humans

b iy

« Test 13000+ guestions from a benchmark dataset

Peterson, J. C., Bourgin, D. D., Agrawal, M., Reichman, D. & Griffiths, T. L. Using large-scale experiments and
machine learning to discover theories of human decision-making. Science 372, 1209-1214 (2021).

{X*Davinci" B B HEEH K EHEE S (1(29134) = -16.85, p =< .001) {E{LRILBIAKKE (4(29134) = -11.50,
p <.001)



Cognitive biases (Kahneman & Tversky, 1972)

Decision-making

« BIIXTEL4FEproblems pairsgy Bl Z iR 5l H A 22 AR F A JLFIA R I

Problem| Prompt p(F)
| Q: Which option do you prefer? 0.20455745
- Option F: 33% chance at 2,500 dollars, a 66% chance at 2,400 dollars, and a 1% chance of 0
dollars.
- Option J: Guaranteed 2,400 dollars.
A: Option
2 Q: Which option do you prefer? 0.38613685
- Option F: 33% chance of 2,500 dollars (67% chance of 0 dollars).
- Option J: 34% chance of 2,400 dollars (66% chance of 0 dollars).
A: Option
3 Q: Which option do you prefer? 0.27955511
- Option F: 80% chance of 4,000 dollars (20% chance of 0 dollars).
- Option J: 100% guarantee of 3,000 dollars.
A: Option
4 Q: Which option do you prefer? 0.22312672
- Option F: 20% chance of 4,000 dollars (80% chance of 0 dollars).
- Option J: 25% chance of 3,000 dollars (75% chance of 0 dollars).
A: Option
Contrast ID 1 2 3 4 5 6 7 8 9 10 11 12 13
Problem 1 2 + 7 7 4 9 6 16 4 6 9 13 15
Problem 2 1 3 8 3 3 5 10 17 11 5 10 12 16

Certainty effect: A{1ERFEFE
T e TIEEERE AT ERIIED,
] BEMFeEmHAEER

log (odds ratio) = log (p(F|probleml) /
p(F|problem?2))

If log(odds ratio) > 0, B} fEZE1Z 1R I,



Decision-making

GPT-3@IM L 7 HA=FMIAM =L
 Framing effect: EFREFSRIBEFEUNRBZEZRMINATRZH MAE,
» Certainty effect: ffiifa) TIEFEREAWHENEI, AEEMNIAEER,
« Overweighting bias: AW MNMNMERZ EBHZR (1%F2%) BT T HEATNE AR > (8]
HEEZER (41%F42%) ESHEEM;
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Humans

GPT-3

Certainty effect
Reflection effect
Isolation effect
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Framing effect
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Information search

Strategies for exploration-exploitation trade-off

« Directed exploration: {fi[@ TR & R IRXZ 1T I A
« Random exploration: 0 ABBA1IERE

Wilson’s horizon task
Paradigm: two-armed bandit tasks

Combination

| Four forced-choice trials

 equal information condition (2 vs. 2)
 unequal information condition (1 vs. 3)
* One (short) or six (long) free-choice trials (“horizon”)

« equal . EF{HITI{EKBY Arandom exploration
« unequal : &I K £/ Hdirected exploration

You are going to a casino that owns two slot ma-
chines. You earn money each time you play on one
of these machines.

You have received the following amount of dollars
when playing 1n the past:

- Machine F delivered 31 dollars.

- Machine J delivered 39 dollars.

- Machine J delivered 40 dollars.

- Machine J delivered 26 dollars.

Your goal is to maximize the sum of received dol-
lars within s1x additional rounds.

Q: Which machine do you choose?
A: Machine




Information search

Short-horizon tasks

* GPT-3IRMEANRKRIMLEEZZER (¢5566) = —0.043,
p=.97) ;

* GPT-3R{XBEMEMHIA THH GIEREK, LM IEE
MARESER

long-horizon tasks

« GPT-3gy¥1garegret B E{XF A (¢(5550) = —4.07, p
<.001) , FH{XE&STShort-horizon tasks

© ANEWFHFPLEGPT-3E R, FH&EZIAE] T MK TGPT-3
BEFRIFARBZENKE (¢(5550) =-0.75, p=.23)
AL F, GPT-3 (M=272, SD=5.98) HregretE
ZETFAEZIEE (M=3.24, SD=10.26) , t(38878)
=-5.03, p<.001

B Horizon 1 - = Horizon 6
— GPT-3 Humans
6 -
2
on
L 4 -
-
S g
E = - - 1
2 -
U 1 I | 1 ]
1 2 4 5 6



pri LS
option JAY
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3% 10 Y
)

Information search

{52 Flogistic regression 4 M {5 & K40 al#A & 1= 2
BHZ & estimated reward difference, horizon, their interaction, and a bias term
TE: 6% (equal) ;| E&Emore informative (unequal)

equal information condition

- Horizon 1
— GPT-3

1.0 -

0.8 -

p()

0.2 -

0.0

-

-= Horizon 6
Humans

EFER
EFEN
IR (B
LK EL
DHIETN)
AR

—30

=20 =10 0 10 20

Mean reward difference

30

&3t 89reward(F)-reward())

unequal information condition

— Horizon 1 -= Horizon 6
— GPT-3 Humans

p(more informative)

-20 =10 O 10 20 30
Mean reward difference



pri LS
option JAY
BEE (RD
WA
HEER
3% 10 Y
)

Human: reward differencefZE FE N, BS
horizonF7E TR E 3 BN ;

GPT-3: reward differencefZ & [FE X, BAREFER
BN,

AKFEREEH N B 7 random exploration, {EGPT-3{X#]
RIEA T IZKE, RETESHhorizonf5 .,

equal information condition
— Horizon 1 -= Horizon 6

— GPT-3 Humans
1.0 -

0.8 -

p()
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-

OD T T I I I 1
—-30 =20 =10 __ 0 10 20 30

Mean reward difference

« Human: horizonfZZE FE T3~
o GPT-3: horizonyX B ;
« GPT-3;%%F {& FHdirected exploration

unequal information condition

— Horizon 1 == Horizon 6
— GPT-3 Humans
1.0 A
E 0.8 -
wEEs | S
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PEIR (B S
W% | €
DEET) | o 0.4 -
RIBER o
£
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Deliberation

« Two modes of learning
* Model-free learning (e.g., Q-learning)

Q(s,a) + Q(s,a) + a (*r 1+ Y max Q(s',a") — Q(s, a})

* Model-based learning (e.g., MCTS)

« Two-step task paradigm

* Model-free learning: the probability of the selected
first-stage action should increase upon receiving
treasures in the second stage, regardless of whether
the decision-maker experienced a rare or a common
first-stage transition.

« Model-based learning: upon encountering a rare
transition and receiving treasures, the probability of
the selected first-stage action should decrease.

You will travel to foreign planets in search of trea-
sures. When you visit a planet, you can choose an
alien to trade with. The chance of getting treasures
from these aliens changes over time. Your goal is to
maximize the number of received treasures.

Your previous space travels went as follows:

- 3 days ago, you boarded the spaceship to planet

X, arrived at planet X, traded with alien D, and
received treasures.

- 2 days ago, you boarded the spaceship to planet

Y, arrived at planet X, traded with alien D, and
received junk.

- 1 day ago, you boarded the spaceship to planet

Y, arrived at planet Y, traded with alien K, and re-
ceived junk.

Q: Do you want to take the spaceship to planet X or
planet Y?
A: Planet X.

You arrive at planet X.

Q: Do you want to trade with alien D or F?
A: Alien




Deliberation

Two-step task
Figure 6 contains simulated behavior of a model-free and model-based reinforcement learning algorithm. For a detailed

description of these algorithms, see Daw et al. . _
2 (common/rare) * 2 (rewarded/unrewarded) design

A B
ﬁj’_%}first-stage B common B rare B common B rare
actiong9#E=E 1.0 - 1.0 -
>p.9- 20.9-
3 5
o D.8 - © 0.8 -
S o
ap.7 - Q 0.7 -
> >
© 8
» D.6- n 0.6 -
0.5 - 0.5 -
rewarded unrewarded rewarded unrewarded

Figure 6. Model simulations on the two-step task. A: Model-free reinforcement learning algorithm. B: Model-based
reinforcement learning algorithm. Figure adapted from Daw et al.*,



Deliberation
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Causal reasoning

Waldman & Hagmayer (2005)

» Show 20 observations of a three-variable system

« Show additional information about the causal
structure of the system

« Common-cause condition: A causes both B
and C(B«—A — C)

« Causal-chain condition: inverted the causal
direction of Aand B(B - A — C)

» Ask subjects to imagine 20 new observations
(intervened B or observed B) and report for how
many of these 20 new observations variable C
would be active. (2*2 design)

You have previously observed the following chemi-
cal substances in different wine casks:

- Cask 1: substance A was present, substance B was

present, substance C was present.

- Cask 2: substance A was present, substance B was

present, substance C was present.

(]

- Cask 20: substance A was absent, substance B was

absent, substance C was absent.

You have the following additional information from
previous research:

- Substance A likely causes the production of sub-

stance B.

- Substance A likely causes the production of sub-

stance C.

Imagine that you test 20 new casks in which you
have manually added substance B.

Q: How many of these new casks will contain sub-
stance C on average?
A: [insert| casks.




Causal reasoning

Common-cause condition (B <— A — ()

Reponse

m GPT-3

e Ideal " Human

do(B=1)do(B=0) B=1 B=0

B=0RTGPT-39F% I 5ldeal AgentFIA KR FF

AKHHERTAEEL I deal AgentE (R <F

Reponse

Causal-chain condition (B ™ A — ()

mm GPT-3

e Ideal " Human

do(B=1)do(B=0) B=1 B=0

mFh&ET. GPT-3893=I1 155 Common-cause
conditionfg[g]
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